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Speech is the most interesting and one of the most complex sounds dealt with by the auditory system.
The neural representation of speech needs to capture those features of the signal on which the brain
depends in language communication. Here we describe the representation of speech in the auditory
nerve and in a few sites in the central nervous system from the perspective of the neural coding of
important aspects of the signal. The representation is tonotopic, meaning that the speech signal is
decomposed by frequency and different frequency components are represented in different
populations of neurons. Essential to the representation are the properties of frequency tuning and
nonlinear suppression. Tuning creates the decomposition of the signal by frequency, and nonlinear
suppression is essential for maintaining the representation across sound levels. The representation
changes in central auditory neurons by becoming more robust against changes in stimulus intensity
and more transient. However, it is probable that the form of the representation at the auditory cortex
is fundamentally different from that at lower levels, in that stimulus features other than the
distribution of energy across frequency are analysed.
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1. INTRODUCTION

The general features of the neural representation of
speech have been studied for over 25 years (e.g. Sachs &
Young 1979; Young & Sachs 1979; Delgutte 1980;
Reale & Geisler 1980; Sinex & Geisler 1983; Palmer
etal. 1986). This is a challenging problem, in part owing
to the complexity of the speech signal. Information in
speech is encoded in a rapid sequence of different sound
segments. The individual segments can be characterized
by their frequency spectra, meaning the distribution
across frequency of the energy making them up. The
spectra change with the speech segment, so the resulting
signal is a complex spectrotemporal pattern. (For the
properties of speech, see the paper by Diehl (2008).)

This paper summarizes some aspects of the progress
in understanding the representation of the speech
signal in the brain, as reflected in the discharge patterns
of single neurons and populations of neurons. The
focus is on the peripheral parts of the auditory system,
mainly the auditory nerve (AN), but results are shown
also for three nuclei in the central auditory system, the
cochlear nucleus, inferior colliculus and primary
auditory cortex. Studies of responses to speech in
auditory and other parts of the cortex using imaging
and evoked electrical and magnetic signals are
considered in other papers in this issue.

The problem of the neural representation of the
spectrotemporal pattern of speech has generally been
simplified either to the representation of the frequency
spectrum of stationary speech segments or to the
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representation of the temporal sequence of energy
within a narrow band of frequencies (those to which the
neuron under study is sensitive). Here we consider the
spectral representation first, then the representation of
temporal stimulus patterns.

The frequency content of speech sounds is largely
determined by the placement of the formant frequen-
cies, which are the resonant frequencies of the vocal
tract (Fant 1970). The speech signal has peaks of
energy at the formant frequencies. For vowels, the
formants dominate both the neural responses,
described below, and the acoustic properties of the
sound (Stevens & House 1961). Owing to this, much of
this chapter is devoted to the representation of the
formants. For consonants, the formants are still
important; however, consonants often vary signi-
ficantly with time, which means either that the formant
frequencies vary with time (formant transitions) or that
the sound contains periods of silence bordered by
transients in sound energy, or both. Studies of the
neural representation of consonants have often focused
on stop consonants, in which both formant transitions
and transients are prominent. Examples of those
studies will be described.

The study of auditory neural representations begins
from the assumption that the representation is tono-
topic, meaning that the speech sound is decomposed
into its component frequencies by the basilar mem-
brane. Essentially, energy at different frequencies causes
displacement of the basilar membrane at different
frequency-specific locations (Robles & Ruggero
2001). Thus, the neural elements of the cochlea, the
hair cells and AN fibres, sense energy at different
frequencies, depending on their location along the
basilar membrane. As a result, different features of a
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speech sound, such as the formants, are represented in
separate populations of AN fibres, according to their
frequencies. Presumably, this separation is important in
speech perception because it minimizes the interference
between speech components at different frequencies.
For example, the second formant (F2) can be masked by
the generally more intense first formant (F1); this effect
is larger in persons with impaired hearing (reviewed by
Moore 1995), where the separation of the formant
representations breaks down (Miller ez al. 1997). Thus,
the fact that an auditory neuron responds only to a
narrow range of frequencies, called tuning, is the most
important factor in the neural representation of speech.
However, other properties of cochlear transduction are
also important, especially suppression of the responses
at one stimulus frequency by energy at another. These
points will be illustrated by examples.

For those unfamiliar with neurophysiological studies
of the auditory system, a general description of the
experimental basis for the results discussed in this
paper is given in appendix A.

2. TUNING IN THE AUDITORY NERVE: THE
TONOTOPIC REPRESENTATION

The basic representation of stimuli at all levels of the
auditory system is tonotopic (Schreiner ez al. 2000),
meaning that different frequencies in the stimulus are
analysed separately (although not independently). The
initial frequency analysis occurs in the cochlea. The AN
conveys to the brain a representation of sound that
resembles the outputs of a bank of bandpass filters tuned
to different frequencies. For AN fibres, the tuning can be
described in two ways as shown in figure 1. Figure la
shows tuning curves for 11 AN fibres from one cat. Each
curve shows the threshold sound level of a fibre plotted
against the stimulus frequency; threshold here means
the sound level producing a criterion increase in
discharge rate (usually 20 spikess™!). Each curve is
V-shaped with a minimum threshold at the best
frequency (BF) of the fibre.

It is clear that each fibre has a restricted range of
frequencies to which it responds and that there are
fibres tuned to frequencies (i.e. with BFs) across the
audible range of the animal. Assuming that the tuning
curves are the (inverted) gain functions of bandpass
filters and that the filters are an accurate model of the
neurons’ input/output characteristics, one expects that
each fibre should convey information to the brain about
stimulus frequencies near the fibre’s BF, thus decom-
posing the stimulus by frequency. The assumption that
such filters are an accurate model for AN fibres is only
partly true, in that there are nonlinear effects that
complicate cochlear tuning. Most important are the
nonlinear interactions, which allow energy at one
frequency to suppress responses to a different fre-
quency (Sachs 1969; Javel er al. 1978; Javel 1981;
Delgutte 1990).

A more accurate measure of suprathreshold fre-
quency selectivity is provided by the gain functions in
figure 1b, for a chinchilla AN fibre tuned to 1.35 kHz
(Recio-Spinoso et al. 2005). Unlike the tuning curves,
these are true gain functions, with units of response
divided by stimulus amplitude. The gain curves were
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Figure 1. (a) Tuning curves of AN fibres from a cat for BFs up
to 7kHz. The dashed line marked NBTC shows the
thresholds of the most sensitive fibres in a group of cats. (b)
Gain versus frequency functions for an AN fibre measured at
different sound levels using the method of reverse correlation.
The stimulus was a broadband noise and the gain functions
express the discharge rate of the neuron divided by the power
spectral density of the stimulus. Gain is given in absolute
units on the left ordinate and as dB relative to the peak gain on
the right ordinate. The units of gain on the left ordinate derive
from the way the gain functions are computed (see Johnson
(1980a) for a full explanation). The sound levels of the noise
are given as spectrum levels next to the curves, as dB re
20 uPa Hz~ %2 the level in a 1 Hz wide band. The speech
sound levels given in subsequent figures are not comparable
with these spectrum levels, because the speech levels are the
overall intensity of the stimulus, summed across frequency.
The vertical dashed line is the approximate BF. (a) Adapted
with permission from Miller ez al. (1999a) and (b) adapted
with permission from Recio-Spinoso et al. (2005).

computed from the responses to broadband Gaussian
noise as the first Wiener kernel (Johnson 1980a), a
method similar to reverse correlation (de Boer &
de Jongh 1978). Briefly, the data are the responses of
the neuron to a broadband noise at the ear. The average
waveform of the noise preceding each action potential
is computed, resulting in the reverse correlation or
revcor function (Meller 1977; de Boer & de Jongh
1978; Carney & Yin 1988; Lewis & Henry 1994;
Recio-Spinoso er al. 2005). The Fourier transform of
the revcor is the gain function of the linear filter that
best approximates the input/output characteristics of
the neuron, for the stimulus conditions used to obtain
the data. Figure 15 shows the gain functions at seven
sound levels for this fibre; note that the shape of the
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gain functions changes with the sound level. Thus, at
low noise levels (—17 dB), the gain function is
bandpass and is very close to the inverted tuning
curve of the neuron; at high noise levels (43 dB), the
gain function is broad and low-pass. This behaviour is
similar to that of basilar membrane gain functions
(Ruggero er al. 1997) and is the basis for models of AN
responses that successfully model responses to speech
(Carney 1993; Bruce ez al. 2003; Holmes er al. 2004).

The gain functions in figure 15 show that AN fibres
are less frequency selective at high sound levels. This
suggests that the neural representation of broadband
stimuli such as speech should change with sound level.
For example, for a vowel, the energy at F1 is typically
10-20 dB more intense than the energy at F2. Thus
for neurons with BFs near F2, sharp bandpass filtering
is necessary if the neuron is to respond to F2
in preference to F1l. In figure 1b, if a vowel were
presented with F2 at the neuron’s BF and F1 an octave
lower, the neuron would respond to F2 at low sound
levels, where the filtering is sufficiently sharp to
attenuate F1 below F2, but would respond to F1 at
higher sound levels where the filtering is low-pass and
does not attenuate F1 relative to F2. This behaviour is
observed experimentally, in that AN fibres with BFs
near F2 gradually switch their responses from F2 to
F1 at sound levels between 70 and 90 dB SPL (Wong
et al. 1998).

3. ANALYSIS OF THE NEURAL
REPRESENTATION

Figure 2 shows an example of the responses of an AN
fibre to speech and illustrates the way in which neural
representations are constructed from the data. The
waveform of the sentence ‘five women played basket-
ball’ is shown at low time resolution in figure 2a. The
peri-stimulus time (PST) histogram in figure 26 shows
the rate of discharge of the fibre in response to the
speech, on the same time axis. This histogram was
constructed by counting spikes in bins synchronized
with the stimulus. From the PST histogram, it is
possible to estimate the strength of response of the
neuron to the stimulus (or to any temporal segment of
the stimulus) as the average rate of spiking over the
appropriate time interval (number of spikes/length of
time interval). Clearly, the different syllables activate
this neuron to different degrees, presumably because
they differ in the amount of energy in the neuron’s
tuning curve.

A rate representation could be constructed from
data like these, obtained from a population of neurons
with different BFs, by computing the average discharge
rate of each neuron during the stimulus segment of
interest and plotting those rates versus the BFs of the
neurons. For example, the average rate over 0.1-0.23 s
could be computed to obtain rate responses to the
vowel nucleus in ‘five’. Rate representations have
generally been computed with low time resolution,
over time intervals of 100 ms or more, usually from
responses to a stationary stimulus like a steady vowel.
However, rate representations can be computed at any
time resolution from responses to any stimulus.
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Figure 2. (a) The waveform of the sentence ‘Five women
played basketball’ is shown at low time resolution. (b)) A PST
histogram of the response of an AN fibre (BF=1.7 kHz) to
the stimulus in (a). The PST histogram was constructed by
counting the number of spikes that occurred during
successive 0.1 ms bins synchronized with the stimulus, over
67 repeats of the stimulus. Although the PST histogram was
computed at high resolution, it is displayed at low resolution,
so only the overall changes in discharge rate can be seen.
(¢,d). These are the same plots as in (a,b), except at higher
time resolution. The portions of the low-resolution plots
between 1.042 and 1.068 s are shown, as indicated by the
schematic between (b,c). (e(i)) Magnitude of the discrete
Fourier transform of the stimulus segment in (¢); (e(ii)) same
for the neural response in (d). The major peaks in (e(i))
correspond to F1 (near 0.5 kHz), F2 (near 1.7 kHz), F3 (near
2.5 kHz) and F4 (near 3.5 kHz); the response plot (e(ii))
shows only a single peak near 1.7 kHz. Note that both plots
have a linear ordinate.

Examples will be shown in figure 5 for 200 ms and
figure 7 for 1 ms resolution.

In the rate representation discussed above, there is
no way to know which components of the stimulus (e.g.
F1 versus F2) produced the response. It is possible to
gain further information by looking at higher time
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Figure 3. (a,b) Three-dimensional plots of the analysis of phase-locking in a population of AN fibres responding to the vowel /¢/.
Responses to two sound levels are shown. The abscissae show fibre BFs and the ordinates show the frequencies to which the
fibres are phase-locked. The spectrum of the vowel is shown in figure 5a (F2=1.7 kHz) and the formant frequencies are
indicated by the horizontal double-headed arrows between the plots. The formant frequencies are also shown along the BF axis
by the vertical arrows. The response strength is indicated by the size of the box, using the scale shown in the inset of (a). For
example, rates greater than 120 spikes s~ ! are shown by the largest box, rates between 105 and 120 spikes s~ ! by the second
largest box, etc. The responses are magnitudes of discrete Fourier transforms of PST histograms, as in figure 2¢, averaged across
all fibres with BFs within a frequency bin (0.133 octave). The grey stripe shows where the frequency of the response is within 0.5
octave of BF. Thus, responses within the stripe are tonotopic. The number of fibres in each bin is shown by the histograms below
the plots. For this analysis, fibres were combined across ten normal animals with similar threshold audiograms. Adapted with

permission from Schilling ez al. (1998).

resolution, as in figure 2¢,d. The high-resolution rate
plot in figure 2d shows that the neuron’s activity is not
random, but strongly periodic at a frequency of
approximately 1700 Hz. Although it is not obvious in
this figure, the 1700 Hz oscillation is time-locked to a
similar oscillation in the stimulus; this is an example of
the well-known phase-locking property of auditory
neurons (Rose er al. 1967; Young & Sachs 1979;
Johnson 19806; Palmer & Russell 1986), in which their
spikes occur at a particular phase of the cycle of a
periodic stimulus.

By analysing the frequency components that are
present in the response and locked to the stimulus, it is
possible to infer which components of the stimulus are
effective in exciting the neuron. This analysis is shown
in figure 2¢ which shows the magnitude of the Fourier
transform of the stimulus in figure 2e¢(i) and the
magnitude of the transform of the spike rate in
figure 2¢(ii); these are the transforms of the signals in
figure 2¢,d, respectively. Whereas the stimulus contains
many significant frequency components, the response
is mainly to frequencies near 1.7 kHz, the F2
frequency during this part of the stimulus. Of course,
this reflects the tuning of the neuron. On the basis of
this analysis, one concludes that this neuron is
responding to the F2 energy in the stimulus and
therefore ‘represents’ F2.

Phil. Trans. R. Soc. B (2008)

4. TONOTOPIC REPRESENTATION OF VOWELS
AN responses to vowels are usually dominated by the
formant frequencies (Young & Sachs 1979; Delgutte
1984; Delgutte & Kiang 1984c¢; Sinex & Geisler 1984;
Palmer er al. 1986). Figure 3 shows an example for
responses to the vowel /&/ as in ‘met’ at two sound levels
(Schilling er al. 1998). The method of figure 2 has been
used to analyse the components of the response based
on phase locking. The data consist of the responses to
the vowel in a population of several hundred AN fibres.
The fibres have been sorted into bins according to BF,
shown along the abscissae of the plots. The Fourier
transforms of the responses were computed for each
fibre and the magnitudes of the transforms were
averaged for all the fibres falling into each bin. The
box plots show the averages as a function of frequency,
plotted along the ordinate. Thus, the plot shows the
tonotopic array of neurons along the abscissa and the
strength of the response to various frequency com-
ponents of the vowel along the ordinate.

Note the concentration of larger boxes at the
frequencies of the formants along the ordinate. The
largest responses are to F1 (0.5 kHz), with smaller
responses to F2 (1.7 kHz) and F3 (2.5 kHz). These
responses are centred (along the abscissa) on fibres
with BFs near the frequency of the appropriate
formant. There are also significant responses to the
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Figure 4. (a,b) Box plots of population responses to the vowel /¢/ at two sound levels, as in figure 3. The data are from four
animals exposed to acoustic trauma. The trauma produced a threshold elevation of approximately 20 dB for BFs up to 1 kHz
and 40-60 dB at higher BFs (see fig. 2 of Miller ez al. (1997)). The sound levels shown are about the same number of dB above

threshold as for figure 3 for BFs near F2 (1.7 kHz).

fundamental frequency of the vowel (100 Hz) among
fibres with higher BFs. These neurons have several
frequency components of the vowel within their tuning
curves, and their BFs are high enough that phase
locking to those near-BF frequency components is
weak; as a result, they respond significantly to the
envelope of the sum of those components, at the
fundamental frequency of the vowel. Responses to
other frequency components of the vowel are smaller
than those to the formants, except for a response to the
second harmonic of F1 (1 kHz). This response has
previously been discussed and is caused by a rectifica-
tion artefact in the analysis (Young & Sachs 1979); it
should be considered as part of the F1 response.

As the sound level increases from 49 to 69 dB SPL, the
responses to the formants increase in magnitude and
spread along the BF axis to occupy a larger fraction of the
population. This spread is qualitatively consistent with
the broadening of fibres’ gain functions in figure 1b.

The earlier statement that AN responses to speech
are tonotopic is illustrated by the fact that the responses
in figure 3 are mostly within the grey stripes. These
stripes show where response frequency is near BF
(within 0.5 octave). Most important, the population
of neurons responding to F1 is different from the
population responding to F2 and F3. Two mechanisms
are important in maintaining the tonotopic represen-
tation: (i) basilar membrane tuning is essential to
separate the components initially (Geisler 1989) and
(i1) suppression sharpens the representation by restrict-
ing the spread of components along the BF axis.

The effect of suppression can be seen in the 69 dB
SPL data in figure 3 in that the F1 response amplitude
decreases sharply at BFs close to F2. At high sound

Phil. Trans. R. Soc. B (2008)

levels, the responses to F1 and F2 are reciprocal, in that
at BFs where the F2 response is large, the F1 response
is small. That the reciprocal behaviour is suppression
follows from the observation that a tone at the level and
frequency of F1 in the 69 dB SPL data in figure 3,
presented by itself, would produce strong responses
phase-locked to the F1 frequency among fibres with
BFs near F2 (Wong ez al. 1998). The fact that those
responses are not seen in figure 3 implies that they are
suppressed by F2 (for a similar analysis using two
tones, see Kim ez al. (1979)). Further support for the
importance of suppression comes from the fact that a
linear model of AN fibres that does not include
suppression does not display the kind of reciprocal
responses observed in real fibres (Sinex & Geisler
1984), whereas a nonlinear model with suppression
does (Deng & Geisler 1987a).

The importance of the cochlear mechanisms that
maintain the normal tonotopic representation can be
seen by looking at responses in the AN when the
cochlea has been damaged by acoustic trauma (Miller
et al. 1997). For example, in figure 4, acoustic trauma
was produced by exposing the animals to an intense
narrow band of noise centred at 2 kHz for several hours
(Miller ez al. 1999a). The exposure produced a high-
frequency hearing loss, in which the thresholds and
tuning curves were within 20 dB of normal for BFs up
to approximately 1 kHz; at higher BFs, there was
significant threshold elevation, between 40 and 60 dB,
and tuning curves were abnormal by being broader
than usual. In addition, the strength of suppression was
decreased, as measured using two-tone interactions
(Schmiedt ez al. 1980; Salvi ez al. 1982; Miller ez al.
1997). When the cochleae of animals given similar
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Figure 5. Rate profiles of responses to vowels similar to /¢/. (a) Spectra of four variants of /¢/ with the same F1 and F3, but
different F2 frequencies. For all variants, F1=0.5 kHz and F3=2.5 kHz. (b) Empirical rate—place representation of the
F2=2 kHz variant at 50 dB SPL (open circles) and 70 dB SPL (crosses), computed from 200 ms stimulus presentations
repeated 50 times. Each point shows the discharge rate of a fibre plotted against its BF. Rate is normalized as (rate—
SR)/(maxrate — SR), where maxrate is the rate in response to a BF tone 50 dB above threshold and SR is spontaneous rate. The
lines are moving-window averages computed from the data points with a log-triangular window of width 0.15 decade. The heavy
and light lines are averages for 70 and 50 dB SPL, respectively. Lines are not plotted for windows with fewer than 1.5 fibres. The
formant frequencies are marked at the top of the plot. (¢) Moving-window averages of normalized rate profiles for the four
variants of /e/ at 70 dB SPL. The F2 frequencies are given. The data are sparse at BFs near F1. (d) Normalized rate profiles for
high SR fibres (SR> 20 spikes s ') and low +medium SR (LMSR) fibres (SR <20 spikes s ') in response to the F2=1.7 kHz
variant at 70 dB SPL. (¢) Schematic comparison of the position of the spectra of /¢/ on the (i) human and (ii) cat basilar
membranes. The vowel spectra are plotted with an abscissa that matches the layout of frequencies along the basilar membrane.
The formant frequencies are indicated next to the spectra. For the cat, the spectrum is shown twice, once (black) with the usual
formant frequencies and once (grey, dashed) with the spectrum spread out to make the physical distance between the formants
the same on the cat and human basilar membrane. The schematics show the positions of the formants on the two membranes,
for the normal /¢/ on the human membrane and the spread /¢/ on the cat membrane. (f) Normalized rate profiles for /¢/ with its
standard formants (EHy,,,,) and with the formants spread as in (¢) (EH,.). The positions of the formants are marked at the top
of the plot; F2 and F3 frequencies are shown as the left and right sides of the small boxes labelled ‘h’ for human and ‘¢’ for cat.
(a—d) Adapted with permission from Conley & Keilson (1995), (¢) adapted with permission from Kiefte & Kluender (2001) and

(f) adapted with permission from Recio ez al. (2002).

exposures were examined anatomically, there was a
partial loss of outer and inner hair cells and damage to
the transduction apparatus in the remaining hair cells
(Liberman & Beil 1979; Liberman & Dodds 1984).

The broadening of tuning and decrease in suppres-
sion both reduce the separation of responses to F1 and
F2, with the result that the representation of the vowel
is degraded (Palmer 1990; Palmer & Moorjani 1993;
Miller er al. 1997). Two changes are evident in the
example in figure 4, in comparison with figure 3. First,
responses to F1 dominate the responses of fibres at all
BFs tested. Responses to F2 and F3 are hardly seen.
This is expected from the degraded tuning, because the
broadened tuning curves now do not adequately
discriminate between F1 and F2 in neurons with BFs
near F2; this is similar to the effect of degraded tuning
at high sound levels in figure 15. Second, there is a wide
distribution along the ordinate of phase-locking to
frequencies other than the formants, regardless of BF.
This broadband phase-locking is consistent with
decreased suppression, in the sense that the fibres’
responses are not captured by the strong responses to
the formants, as they would be in a normal ear.

Phil. Trans. R. Soc. B (2008)

5. RATE REPRESENTATION OF SPECTRAL
SHAPE
The results in figure 3 show that fibres normally
respond most strongly for BFs near the formants. This
result leads to the simplest neural representation of
spectral shape, the rate—place profile (Sachs & Young
1979; Delgutte & Kiang 1984b), a plot of discharge rate
versus BF in the population of AN fibres. Such a profile
should have a shape similar to the spectrum of the
stimulus. However, there are substantial responses at
BFs between the formants in figure 3, and the spread of
response along the BF axis as sound level increases
suggests that the response should become more
uniform across BF at high sound levels. Thus, it is
not clear how well a rate—place profile will convey
information about the stimulus spectrum. The data in
figures 5 and 6 will be used to explore this question.
Figure 5a shows the spectra of four variants of the
vowel /¢/ with different F2 frequencies. The question
posed in the previous paragraph will be answered here
by considering how well the responses to these four
stimuli can be differentiated. Rate profiles for a
population of AN fibres responding to the F2=2 kHz
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variant are shown in figure 56 (Conley & Keilson
1995); rates are shown for two sound levels (50 and
70 dB SPL), indicated by the different symbols and line
weights. The data points show the responses of
individual fibres and the lines show moving-window
averages of the data points. Clear rate peaks are seen
among fibres with BFs equal to F2 at both sound levels
and at BFs near F1 at the higher level; presumably a
rate peak at F1 would have been observed at the lower
level with sufficient data. No separate peak at F3 is
evident. The population response can be said to
represent the spectrum of the vowel in the sense that
the first two formant frequencies can be estimated from
the BF locations of the rate peaks.

An informal measure of the quality of the represen-
tation is how well the rate peak at F2 stands out, as
measured by its height, the difference in rate between BFs
near F2 and the rate minimum for BFs between the
formants. The peak height is slightly greater at 50 than at
70 dB SPL in figure 556. This trend, towards poorer rate
representation at higher sound levels, has been reported
for several vowels (Sachs & Young 1979).

The F2 peak height depends on the F2 frequency,
increasing as F2 moves away from F1. Figure 5¢ shows
moving-window averages for the 70 dB SPL stimuli for
all four variants of the vowel. For the lowest F2
frequency (1.4 kHz, heavy line), there is only a small
rate peak; the size of the rate peak grows, both in
absolute and relative terms, as the F2 frequency
increases. The increase in the rate peak as the
separation between the frequencies of F1 and F2
increases is probably attributable to a reduction in
suppression by F1 of the response to F2 as the
frequencies move farther apart. The argument for this
point is that the rate of neurons with BFs near F2
changes with sound level of the vowel in the same way
as rate in response to a tone at BF=F2 in a two-tone
suppression paradigm, with the second tone at F1
(Sachs & Young 1979, fig. 13).

Thus, suppression has two countervailing roles:
suppression of responses to F1 at the F2 place is
important in maintaining the tonotopic representation
at high sound levels, but suppression of responses to F2
by F1 reduces the salience of rate peaks in response to
F2, as F2 approaches F1. These data suggest that the
rate representation of F2 will vary with the vowel and
will be stronger in vowels with more separation between
the formants.

The peak height also varies in different groups of
AN fibres. Fibres vary in their thresholds and dynamic
ranges, properties that are correlated with spon-
taneous discharge rate (SR; Liberman 1978) and the
mode of innervation of hair cells (Liberman 1980).
Dynamic range means the range of sound levels over
which the fibre changes its rate when the input
changes in level. Low and medium SR fibres generally
have higher thresholds and wider dynamic ranges and
provide a better rate representation at high sound
levels (Sachs & Abbas 1974; Sachs & Young 1979;
Winter et al. 1990; Yates et al. 1990). Figure 5d
compares the rate representation of the F2=1.7 kHz
variant of the vowel between fibres with SR<20
spikes s ! (‘low+medium SR’) and fibres with
SR>20 spikess™ ' (‘high SR’). A small peak is
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observed for the low and medium SR fibres, but not
for the high SR fibres, suggesting that the rate peaks in
figure 5¢ result mainly from activity in the low and
medium SR populations.

6. THE QUESTION OF WHETHER THE CAT IS A
GOOD MODEL FOR THE HUMAN EAR

An important question about the data shown here is
whether there are systematic differences between the
human cochlea and the cochlea of whatever animal
model is being used and whether those differences are
important to studies of speech coding. In simplest
terms, one wonders to what extent data like those in
figures 3-5 need to be corrected in some way before
they apply to the neural representation of speech in the
human ear. This question has a number of facets, such
as the use of anaesthesia in animal experiments, the
effects of damage done to neural circuits by the surgery
necessary for neurophysiological recording and the
possible differences between the auditory systems of a
species that uses language and others that do not. In
this section we will focus on another question, whether
there are differences in frequency representation
between human and animal auditory systems.

Although the general properties of cochlear physi-
ology are similar across mammals, there are differences in
the frequency range of hearing and the length of the
cochlea (Fay 1988; Greenwood 1990). For example,
human hearing extends from approximately 20 to 15 kHz
in a 35 mm cochlea and cat hearing extends from
approximately 90 to 60 kHz in a 25 mm cochlea. These
differences raise the question of possible differences in the
frequency resolution of the cochlea across species. The
cochlear frequency maps of laboratory animals (the map
of BF onto distance along the basilar membrane) have the
frequencies closer together, compared with the human
ear. The extent of crowding for the vowel /¢/ is shown in
figure 5e, which shows a schematic of the spectrum of /&/
(black solid lines) mapped onto the basilar membrane of
the human (above) and the cat cochlea (below; Kiefte &
Kluender 2001). The spacing between the F1 and F2 is
smaller by a factor of approximately 0.6 on the cat, versus
the human, basilar membrane.

In order to get an idea of the potential effects of the
difference in cochlear maps, Recio er al. (2002)
assumed that interactions between different frequen-
cies occur over a constant physical distance along the
basilar membrane in different species. There is no
evidence for this assumption, but it is consistent with
the fact that auditory filter bandwidths correspond to
roughly a constant distance along the basilar mem-
brane within a species (Greenwood 1961, 1990; see the
paper by Moore 2008). Recio and colleagues syn-
thesized a version of /¢/ with modified formant
frequencies, so that the formants were the same
physical distance apart in the cat cochlea as they are
in the human cochlea. The spectrum of the modified
vowel is shown by the grey dashed line in figure 5e.
Figure 5f compares rate profiles from cat AN fibres for
two vowels: EHy ., is the standard /e/ and EH_,; is the
modified version. The rate profile obtained with EHy,,,,
(solid line) is similar to the profiles in figure 5¢,d, with a
small peak at F2 and no sign of a separate peak for F3.
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Figure 6. (a) The spectra of two variants of the vowel /¢/ with F2 frequencies of 1.4 and 2 kHz (the same as in figure 5a). (b) Rate
difference between responses to the two variants presented at 70 dB SPL (rate to the F2=1.4 kHz variant—rate to the
F2=2 kHz variant). Data are from the same population as in figure 5b-d, and rate differences are plotted against BF. SRs are
identified by symbol: open circles and solid lines are for SR < 20 spikes s !, crosses and dashed lines are for SR> 20 spikes s .
Lines are moving-window averages as in figure 5. Vertical dashed lines show the two F2 frequencies. (¢) The data of (b) replotted
as d’' versus BF. The horizontal lines show d' = 1. (d) Rate differences for the same stimuli from a population of AN fibres studied
in cats with a high-frequency threshold shift due to acoustic trauma, the same population as in figure 4. The plot is the same as
(b) except that triangles are for SR<1 spikes s~ ' and squares are for SR between 1 and 20 spikes s~ '. The moving-window
average is for all SRs. The stimulus level was 97 dB SPL. (a,d) Adapted with permission from Miller ez al. (19995), (b,c) adapted

with permission from Conley & Keilson (1995).

The rate profile for EH.,, (dashed line) shows clearly
defined rate peaks for F2 and F3, and a substantial
improvement in the F2 peak height. The increase in
peak height is mainly due to a decrease in normalized
rate at the rate minimum between F1 and F2 (near
2 kHz). This change is probably due to the narrower
relative filter widths (relative to the stimulus spectrum)
because it is not consistent with weaker suppression of
more widely spaced frequency components.

Evaluation of the differences among species has
mainly focused on the width of tuning (reviewed by
Ruggero & Temchin 2005). Unfortunately, only
psychophysical or indirect physiological measures,
such as the compound-action-potential tuning curve
(Eggermont 1977), can be obtained in human subjects,
which raises a problem of interpretation. The width of
an AN tuning curve is a straightforward measure, but
the results for psychophysical or indirect physiological
filters depend on the methods used to obtain the data
(reviewed by Moore 2003). Presumably, these tech-
nical problems explain why some studies have obtained
psychophysical or indirect physiological filters that
match the AN tuning curves (e.g. Evans 1992),
whereas others have not (e.g. Pickles 1979; Harrison
et al. 1981). Thus, while most studies have found
behavioural filters to be wider in animals than in human
subjects, it is not clear how that result should be
interpreted in terms of the relative widths of AN tuning
curves (Ruggero & Temchin 2005).

Recently, Shera er al. (2002) published a direct
comparison of human, cat and guinea-pig basilar
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membrane tuning, suggesting that tuning is at least
twice as sharp in the human as in the cat or guinea-pig
cochlea. They inferred tuning width from the group
delay of otoacoustic emissions, a measurement that was
done in both human and animal subjects. The results
were supported by comparable psychophysical
measures of tuning in the human cochlea that were
done with forward masking, which they argued gives the
most accurate measure of bandwidth (Oxenham &
Shera 2003). However, Siegel ez al. (2005) have argued
that the assumptions underlying the analysis of oto-
acoustic emissions by Shera ez al. are incorrect, based on
basilar membrane measurements in the chinchilla
cochlea. Moreover, Ruggero & Temchin (2005) have
conducted a meta-analysis of behavioural and physio-
logical data from a variety of species and concluded that
forward masking underestimates the widths of physio-
logical tuning and that human tuning curve widths are
probably comparable with those in common laboratory
animals. It is not clear which of the views summarized
above is correct. Nevertheless, the current evidence
does not unequivocally support a difference in tuning
between the human cochlea and that of common
laboratory animals. This argument applies to tuning; a
similar analysis of suppression has not been done.

7. INFERENCES FROM DISCRIMINATION DATA

The data in figure 5 suggest that the variants of the
vowel /&/ whose spectra are shown in figure 5a would
easily be discriminated on the basis of AN discharge
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rates (and in fact they are easily discriminated in
informal listening tests). However, the scatter in the
discharge rates (figure 5b) and the small size of the rate
differences as F2 approaches F1 (figure 5¢) suggest that
it would be profitable to quantify this impression. One
approach is to measure the change in discharge rate as
F2 changes and to compute from the rate changes the
detectability of changes in F2 frequency for various
stimuli (Conley & Keilson 1995; May et al. 1996;
Miller er al. 1999b). Figure 65 shows rate differences
between responses to variants of /e/ with F2=1.4 and
2 kHz, plotted versus BF. The points are data from
individual fibres and the lines are moving-window
averages of the points.

The largest rate changes are in fibres with BFs equal
to the two F2 frequencies (the vertical dashed lines).
The rate changes are larger in fibres with low and
medium SRs (open symbols), consistent with figure 5d.
The fact that rate changes are largest in fibres with BFs
equal to the formant frequencies is expected from the
tonotopic representation of the vowel (figure 3) and
provides direct evidence for the statement that these
neurons represent F2.

The rate changes provide a reliable representation of
F2 frequency to the extent that the rate changes
themselves are reliably detectable. Because AN fibres
give randomly varying rates, this is a statistical
problem; detectability can be measured as the rate
change divided by the standard deviation of the rates
(Green & Swets 1966), called d’; Conley & Keilson
(1995) computed d’ as (,ul — ,uz)/(af + 02)1/2, where u;
and ¢, are the mean and s.d., respectively, of the rate in
response to vowel j. The d’ results in figure 6¢ show that
rate changes in the best fibres (those with BFs equal to
the F2 frequencies) easily achieve a d' value of 1,
usually taken as the detectability at the discrimination
threshold (or ‘jnd’ for just-noticeable difference).

The data in figure 6b,c are for the largest F2
difference in the dataset, between vowels with F2
frequencies of 1.4 and 2 kHz. Using data from the
other vowels studied, Conley & Keilson (1995) showed
that the threshold for discriminating the vowels, where
d =1 at the peak of the moving-window average of the
rate difference, occurred for a change in F2 frequency
between 125 and 240 Hz, depending on SR. Vowel
formant discrimination thresholds for F2 are usually
50-100 Hz in human observers depending on vowel
and formant frequency (e.g. Liu & Kewley-Port 2004).
The value computed by Conley & Keilson is based on
information from a single average AN fibre. If
information were combined across different fibres, the
jnd would be considerably smaller (approx. 1 Hz).
Thus, the psychophysical performance on vowel
formant discrimination could easily be achieved from
rate responses of AN fibres.

To emphasize the point made in figure 4, that the
representation of F2 is lost following acoustic trauma,
figure 6d shows rate differences for the population of
impaired fibres from figure 4. There is minimal rate
change related to F2 in this population. The reason, of
course, is that the fibres are mostly responding to F1,
which does not change between these two stimuli.

May et al. (1996) obtained a similar result for
discrimination of the F2 frequency using a different
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method in which a model was fitted to the rate
responses to vowels and 4’ was computed from the
model. The model is based on data like those to be
discussed later in figure 9. They also measured the
behavioural jnd for F2 frequency in cats (Hienz ez al.
1996; May er al. 1996), and showed that the jnd
predicted for one optimally chosen AN fibre is very
close to the behavioural jnd. ‘Optimally chosen’ means
a fibre with a BF at the peak of the rate difference plot.
At low sound levels and in quiet, high SR fibres provide
the best information (such stimuli may be below
threshold for low and medium SR fibres), whereas at
high levels and in background noise, low and medium
SR fibres provide the best information, because high
SR fibres’ rate responses saturate.

8. RESPONSES TO CONSONANT-VOWEL
SYLLABLES

The stimuli considered so far are not typical of real-
world speech in that they are isolated vowels, with
spectra that are constant in time. The study of more
realistic stimuli began almost as early as work on
vowels, with studies that focused on stop—consonant—
vowel stimuli (Miller & Sachs 1983; Sinex & Geisler
1983; Carney & Geisler 1986). Stops at the beginning
of syllables are characterized by a release burst of
broadband noisy sound followed after some delay by
the onset of voicing; the voicing produces a vowel-like
formant structure in which the formants move rapidly
(over a few tens of ms) from frequencies determined by
the consonant to frequencies appropriate for the
following vowel.

Studies of the neural representation of stops
indicated that the principles described above for vowels
could be extended to consonants using both rate and
phase-locked representations that varied in time. In
these analyses, the spectrum of the stimulus was
considered to be a sequence of slightly different spectra
in successive time windows. The rate or phase-locked
representation was computed separately in each time
window, with results similar to those in figures 3 and 5.
In particular, the responses were dominated by the
formants, either through peaks of discharge rate at BFs
that tracked the formants or through phase-locking that
was dominated by the formant frequencies. Generally,
the rate representation was found to be better for stop
consonants than for vowels, probably because the
consonants have lower sound levels. Responses to
other consonants, including nasals and fricatives, have
also been analysed, with similar results (Delgutte &
Kiang 1984b; Deng & Geisler 19875).

The approach of using discriminability as a
measure of the quality of a neural representation can
provide additional insight into the representation of
consonant-vowel (CV) syllables. Figure 7a shows
differences between the rates of AN fibres in response
to the synthetic utterances /bab ba/ and /dad da/
(Bandyopadhyay & Young 2004). The data are from a
population of fibres, arranged along the ordinate
according to BF. The abscissa shows time during the
stimulus, and the components of the stimulus are
marked above the plot. The first three formant
frequencies of the two stimuli are shown by the black
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Figure 7. (a) Rate differences between responses to /bab ba/ and /dad da/ in a population of AN fibres (N=137, containing 78
high SR and 59 LMSR fibres). Fibre BF is plotted on the ordinate and the abscissa is time during the stimulus. The segments of
the stimulus are marked at top by the solid (consonant) and dashed (vowel) lines; hyphens mark the silences. The first three
formants of both stimuli are shown as black lines. Fibres were gathered in bins by BF (overlapping 0.25 octave bins spaced at
0.0625 octave) and plots of average rate versus time (in 1 ms bins) were constructed for the fibres in each BF bin. The differences
in these rates between the two stimuli are plotted on the colour scale identified at right. Positive rate differences mean a higher
rate to /bab ba/. The sound level was 70 dB SPL during the vowels. (b) Information measure of the dissimilarity of the spike
trains of a sub-population of model neurons with BFs in the F2 range (0.8-1.8 kHz). Each point is the dissimilarity between the
responses to one of 25 stimuli and the centre stimulus (the distance is zero for the centre stimulus). Dissimilarity is plotted
against the frequency differences of F2 (abscissa) and F3 (ordinate) in the stimulus relative to the central reference, measured at
0.06 s. These are labelled at the far left and right only, but are the same in (b—d). Only spikes during the interval 0.05-0.07 s
were used in the calculation. (¢,d) Same as (b) for fibres in higher BF ranges, containing F3 ((¢), 1.9-2.9 kHz) and above F3
((d), 2.4-3.5kHz). Contrast the valley shape in (b) with the bowl shapes in (¢,d). Adapted with permission from
Bandyopadhyay & Young (2004).

lines. The formants are identical during the vowels and rate differences at the highest BFs (above 3 kHz) are
diverge during the consonants. /d/ has higher F2 and  mostly due to the burst.
F3 frequencies than /b/ during the transitions and the Discriminability of these CV syllables was quantified
F1 frequencies are the same. The colour scale shows by calculating the dissimilarity of the spike trains
the rate differences, warm colours indicating higher produced by the two stimuli; the dissimilarity measure
rates to /b/. The neural representation shown here is is a more general form of the d measure used in
relatively simple (see also Miller & Sachs 1983; Sinex & figure 6. If the data have Gaussian distributions,
Geisler 1983). During the vowels and silences, the rates the two measure are proportional (dissimilarity=
do not differ. During the formant transitions (near  d'%/21n2). Thus, the interpretation of the dissimilarity
0.05, 0.18 and 0.3s), rate differences are positive measure is the same as for d’ (Johnson ez al. 2001); the
(warm colours) at BFs along the /b/ transitions in F2 reasons for using the dissimilarity measure and the
and negative (cold colours) at BFs along the /d/ methods for computing it are beyond the scope of this
transitions in F2, as expected from the spectra. Rate article and are explained by Johnson ez al. (2001).
differences are negative at all BFs near F3 because the As expected from the rate plot, response dissim-
/d/ has higher overall energy in this frequency range. ilarity was large during the formant transitions and
Particularly strong differences are seen in response zero during the vowels and silences. An unexpected
to the release bursts of the consonants, which occur just result is that the largest differences, in terms of
after the beginning of the formant transitions at the dissimilarity (and therefore also discriminability of the
syllable onsets and last approximately 0.01 s. The time responses), were seen in high-BF fibres (greater than
delay is the latency of the neural response. The burst is 3 kHz) during the onset burst. Thus, the stimulus
more high-pass in the /d/ than the /b/ (Blumstein & bursts provide substantial information for discriminat-
Stevens 1979) so the rate differences tend to be ing stop consonants (Stevens & Blumstein 1978; Smits
negative at high BFs and positive at low BFs. The et al. 1996).

Phil. Trans. R. Soc. B (2008)
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The phase-locking analysis (figure 3) suggests that
fibres should encode information about formants
nearest their BFs. However, the results shown in
figure 7b—d suggest that this is not necessarily so for
high-BF fibres. For this analysis, a stimulus set was
synthesized that had F2 and F3 frequency transitions
that varied independently over the full range from the
transitions of /b/ to the transitions of /d/. Five different
values of the frequencies at which the F2 and F3
transitions begin were used and 25 different stimuli
with all possible combinations of F2 and F3 transitions
were synthesized. The natural /b/ and /d/ lie at two
opposite corners of this stimulus set. Responses to the
stimulus set were computed using an AN model that
has been tuned to produce accurate responses to
speech (Bruce er al. 2003). Model data were used
because it is difficult to obtain the needed amount of
data from AN fibres. Differences between the responses
to the 24 outlying stimuli and the central stimulus (i.e.
the one with the median F2 and F3 frequencies) were
computed using the dissimilarity method discussed
above, for three BF ranges.

Figure 7b shows the result for model fibres with BFs
in the range occupied by the F2 transitions. The plot
shows the dissimilarity between spike trains as a
function of the starting frequency of the F2 (abscissa)
and F3 (ordinate) transitions. Distance grows as F2
changes, but not as F3 changes, giving the V-shaped
valley shown in the figure. Thus, fibres with BFs near
F2 code for F2 only and provide little information
about F3. In contrast, fibres with higher BFs give bowl-
shaped dissimilarity functions (figure 7¢,d) showing
that these fibres convey information about both F2 and
F3. This result seems to be inconsistent with the phase-
locking analysis of vowels (figure 3) which suggests that
fibres with BFs near F3 should respond mainly to F3. It
probably reflects the fact that the F2 frequency affects
the level of the stimulus near F3, even with fixed F3,
owing to the finite bandwidth of the F2 resonance.
Thus, even though the neurons with BFs near F3 are
responding primarily to F3, they still provide infor-
mation about both F2 and F3, owing to interactions
within the stimulus.

9. FURTHER COMMENTS ON THE REPRESEN-
TATION IN THE AN
The analyses in figures 5-7 suggest that neural codes
based on discharge rate are sufficient to represent the first
two formants of speech. However, this work considered
the relatively unchallenging situation of speech presented
in quiet. More difficult situations, such as high sound
levels, noisy backgrounds or when more than one person
is talking, may require more information than is encoded
by rate (Sachs er al. 1983; Geisler & Gamble 1989;
Palmer 1990; Silkes & Geisler 1991; Keilson ez al. 1997).
Indeed, measures of the discriminability of vowel F2
frequency based on rate show substantial increases in the
predicted jnd at signal-to-noise ratios of 3 dB, because
the rate change produced by a formant frequency change
decreases in the presence of background noise (May ez al.
1996, 1998)

In all of these studies, information about the vowel
remained in the phase-locked responses of fibres, even
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at signal-to-noise ratios where there was little or no
information in rate. Alternative mechanisms for
encoding information about speech and other sounds
have been suggested that take advantage of the
information in phase-locking (Shamma 1985; Deng &
Geisler 1987a; Carney 1990; Carney er al. 2002;
Colburn et al. 2003). The problem posed by phase-
locking is finding a plausible neural mechanism to
extract information encoded in this way. One example
is a model that detects coincidences between spike
trains in AN fibres of different BFs; such a model can
produce sharpening of the neural representation over
those shown in figure 5 and might also improve
performance in noise. Coincidence mechanisms are
plausible as a neural mechanism for stimulus represen-
tation because they are used in the medial superior olive
to extract information about interaural time differences
(Goldberg & Brown 1969; Yin & Chan 1990).

The assumption implicit in the work described above,
that the neural representation of dynamic speech is a
rapid temporal sequence of independent responses to
different spectra, is not correct. In fact, there are
substantial interactions between the responses to succes-
sive segments of speech. Delgutte & Kiang (Delgutte
1980; Delgutte & Kiang 1984a) evaluated the effects of a
speech sound on the AN response to the following sound.
For example, stop consonants like /ba/ have a sudden
onset of sound (i.e. increase in sound intensity) where
voicing begins; these sound onsets produce brief bursts of
high-rate spikes in AN fibres at the time of the onset.
These onset bursts can be quite important in neural
representations of speech sounds, as for the onset bursts
in figure 7. If the same physical sound is preceded by a
vocal ‘murmur’ typical of a nasal consonant, then the
overall result sounds like /ma/; in the presence of the
murmur, the burst of spikes is significantly reduced or
even disappears, even though the vocalic portion of the
stimulus is unchanged. The burst disappears owing to
short-term adaptation of the AN fibres by their responses
to the /m/ (Smith 1977, 1979). The adaptation effect is
large enough to change the shape of the rate profile of
responses to the vowel. Similar effects were observed
when the segment /da/ was preceded by brief sounds that
changed the perception of the /da/ to another speech
sound (/ada/, /na/, /sha/ or /sa/). Again the major effect
was the loss of the burst of spikes produced by the onset of
the vowel. Such an onset burst can also signal the rise time
of the stimulus, as for the difference between /shoo/ (slow
rise) and /chew/ (rapid rise). However, the response
bursts are vulnerable to noise masking (Delgutte 1980),
so may not provide a robust cue in real-life situations.

10. CHANGES IN THE NEURAL REPRESEN-
TATION OF SPECTRAL SHAPE IN THE
COCHLEAR NUCLEUS

The fibres of the AN terminate in the cochlear nucleus,
the first auditory centre in the brain. Between the
cochlear nucleus and the thalamus, there is a series of
complex neural structures making up the brainstem
and midbrain auditory circuits (reviewed by Rouiller
1997). The transformations of the neural represen-
tation of sound in these systems vary and can be
substantial. In the §10-§12, some results on the
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Figure 8. Rate profiles for responses of chopper neurons in the cochlear nucleus of anaesthetized cats to the vowel /e/. The data
are actually from the subpopulation of chop-T neurons, but are typical of chopper responses in general. A definition of choppers
and a description of their characteristics are provided by Blackburn & Sachs (1989). (a) Spectrum of the stimulus, a steady
periodic synthetic approximation to /¢/ with formants 0.512, 1.792 and 2.432 kHz (arrows) and fundamental frequency
0.112 kHz. (b) Rate profiles for a population of chop-T neurons and comparison populations of AN fibres; chopper (solid lines),
ANF SR >20 (dashed lines) and ANF SR <20 (dotted lines). Rate is plotted as normalized rate, as in figure 5 and only the log-
triangular moving-window averages are shown. AN fibres are divided into LMSR fibres (SR <20 spikes s~ ') and high SR fibres
(SR> 20 spikes s~ !). Profiles are shown at four sound levels ((i) 25, (ii) 55, (iii) 35 and (iv) 75 dB), as marked on the plots in dB
SPL. Profiles are not plotted at BFs where few neurons were sampled. LMSR AN fibres mostly did not respond at 25 dB SPL, so
they are not plotted. AN data adapted with permission from Young & Sachs (1981) and chopper neuron data adapted with

permission from Blackburn & Sachs (1990).

representation of speech sounds in central auditory
nuclei are discussed, focussing on the differences
between the representation in the AN and in the
central structure and on the potential importance of
those differences. Work on the central neural represen-
tation of speech is fragmentary at present, so the results
discussed below are examples and are far from a
comprehensive view of the subject.

The cochlear nucleus contains between five and ten
independent neural subsystems operating in parallel
(Rhode & Greenberg 1992; Romand & Avan 1997;
Young & Oertel 2003). Each of these receives synaptic
inputs from AN fibres of all BFs; in principle, each
subsystem constitutes a full neural representation of the
sound at the ear. These subsystems differ in terms of
synaptic organization, the processing properties of the
neurons, and their connections to the rest of the
auditory system. Responses to speech have been
studied in only a few of these subsystems, mainly the
so-called primary-like and chopper neurons. Primary-
like neurons relay information important for sound
localization to the superior olivary nuclei; for this
purpose, it is important to preserve information
encoded at high time resolution in the AN (Yin
2002), so these neurons often give responses that are
little changed from those of AN fibres. Their responses
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to speech are generally similar to those described above
for AN fibres (Blackburn & Sachs 1990; Winter &
Palmer 1990; May ez al. 1998; Recio & Rhode 2000).

Chopper neurons provide a representation of the
spectrum of speech sounds that is improved over that in
the AN by being more robust. There are two aspects of
the robustness: first, the responses of chopper neurons
are less affected by sound level and background noise
than are the responses of AN fibres (Blackburn & Sachs
1990; May et al. 1998; Recio & Rhode 2000); second,
the chopper neurons have a higher sensitivity, or ‘gain’,
for responses to spectral features like the formants
(May er al. 1996, 1998).

Figure 8 shows a comparison of rate profiles in
response to the vowel /¢/ from a population of chopper
neurons in the cochlear nucleus (heavy solid lines;
Blackburn & Sachs 1990) and from AN fibres (dashed
and dotted lines; Young & Sachs 1981). The profiles
are shown at four sound levels, indicated on the plots.
As sound level increases, the profiles of the AN fibres
change in that rates increase at all BFs; for the high SR
neurons (SR>20 spikes s !), the rates saturate at the
fibres’ maximum discharge rate (a normalized rate
near 1) at 55-75 dB. In low and medium SR neurons
(SR<20 spikes s~ !), the rates increase but do not
saturate at the sound levels shown. The chopper
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neurons’ rates also do not saturate and they retain a rate
representation that is as good as that of the low SR AN
fibres. This result shows that chopper neurons have a
mechanism for regulating their dynamic range, for
keeping their responses within the dynamic portion of
their input/output characteristic.

Except at the lowest sound level (25 dB SPL),
which is below threshold for most of the low and
medium SR fibres, the results could be explained if
choppers receive synaptic inputs only from low and
medium SR fibres. However, chopper neurons have
low thresholds like high-SR AN fibres and respond to
the vowel at low sound levels where low and medium
SR fibres do not. Moreover, individual chopper
neurons are known to receive synaptic inputs from all
SR groups on the basis of cross-correlation evidence
(M. B. Sachs & E. D. Young 1988, unpublished data).
These characteristics suggest that choppers are able to
respond to either high or LMSR fibre populations and
that they switch their responses from the former to the
latter as sound level increases, called the selective
listening hypothesis (Lai er al. 1994).

The changes in the representation in the cochlear
nucleus are shown in another way in figure 9 (May et al.
1996, 1998), where the goal is to analyse the dynamic
range of the neurons’ responses to the vowel. For this
approach, the spectrum of the vowel /¢/ was shifted, by
changing the sampling rate of the D/A converter used
to present the stimulus, to align different features of the
vowel with the BF of the neuron under study. Changing
the sampling rate shifts the stimulus spectrum along a
logarithmic frequency axis without changing its shape.
The features were the first three formants (F1, F2 and
F3) and four troughs or minima in the spectrum (T0,
T1, T3 and T3), defined in figure 9a. Examples of the
resulting spectra for a neuron with BF 2.1 kHz are
shown in the inset of figure 9a, for F1, T1 and F2
aligned with BF. At each alignment, the neuron’s
response rate was measured at several sound levels. The
discharge rates for one example AN fibre are plotted in
figure 9a by the solid lines and open circles; this plot
shows discharge rate versus the frequency of the
feature, aligned with the spectrum at the nominal
sampling rate (i.e. the one used in previous figures).

Figure 9b shows the average driven discharge rates
(rate —spontaneous rate) of two populations of AN
fibres (separated by SR) plotted against the sound level
of the feature that is aligned with BF, i.e. of the formant
or trough harmonic. In each case, data are shown for
different values of the overall sound level of the
stimulus, plotted with different symbols. The data
points taken at one overall sound level were fitted by a
straight line, whose slope is a measure of the gain of the
neuron, in spikes/(s dB) " !, at the corresponding sound
level. The gain is a measure of the expected quality of a
rate profile constructed with these neurons; the larger
the gain, the larger the peak height at the F2 frequency.

For the high-SR AN fibres (HSR (5(i))), the rates
resemble a rate-versus-level function for a BF tone. In
particular, the slope of the rate function (or of the lines
fitting the points) decreases at high sound levels as the
fibre’s rate response saturates. In contrast, there is little
saturation at levels between 43 (filled squares) and
93 dB SPL (down-pointing triangles) for the LMSR
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Figure 9. (a) Spectrum of the synthetic /e/ (grey solid line, left
ordinate) and driven discharge rates (black lines with open
symbols, right ordinate) of an AN fibre when the vowel
spectrum was shifted along the log frequency axis by
changing the sampling rate so as to align various spectral
features with BF. The vertical alignment of the left and right
ordinates is arbitrary. The inset shows the spectra of three
such shifted vowels that align F2, T1 and F1 (in order top to
bottom) with the 2.1 kHz BF of the fibre, at the dashed line.
(b) Driven discharge rate (rate-SR) plotted versus the sound
level of the stimulus feature aligned on BF; data are averages
for high (i) and low+medium (ii) SR populations of
AN fibres. (¢) The same plots for four groups of cochlear
nucleus neurons: (i) high SR primary-like, (ii) low SR
primary-like, (iii) and (iv) chopper. These neuron types are
defined elsewhere (Blackburn & Sachs 1989) but the differences
are not important for this discussion. In both (b,c), the shifted
vowels were presented at three or four overall sound levels,
shown with different symbols. The sound levels are defined in
(b(ii)) and (c(iii)) as dB SPL. The feature level on the abscissa is
the sum of the overall sound level of the vowel and the relative
level of the feature and is the SPL of the stimulus harmonic that
is located at BF. For the AN data, the vowel was shifted to seven
positions relative to BF, as in (a); for the cochlear nucleus
neurons, only three positions were used (F1, T1 and F2).
Adapted with permission from May ez al. (1997)).

fibres (b(ii)). Moreover, there is substantial dynamic
range adjustment as the overall level of the stimulus
changes, seen by comparing the rates in response to
vowels at two different overall sound levels at a fixed
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Figure 10. (a(i)) Spectrogram and (a(ii)) oscillogram of the sentence ‘wood is best for making toys and blocks’. (6)-(d). PST
histograms of responses of populations of AN fibres (b), neurons from cochlear nucleus (¢) and neurons from inferior colliculus
(d) to this sentence. The responses of the neurons were recorded in anaesthetized cats. The PST histograms are the averages of
responses of populations of neurons gathered into 0.5 octave bands, with centre frequencies indicated at left. Adapted with

permission from Delgutte er al. (1998).

feature level. For example, for the LMSR fibres, the
rate in response to a feature level of, say, 60 dB SPL is
considerably smaller for the 93 dB SPL overall
stimulus level (where it is a response with T1 at BF)
than for the 63 dB SPL stimulus level (with F1 at BF).
This behaviour is also observed for the HSR AN fibres,
but it is a smaller effect.

Figure 9¢ shows the same analysis for four
populations of cochlear nucleus neurons. The
primary-like neurons (top row) show behaviour similar
to the AN fibres in figure 956. The chopper neurons
(bottom row) behave like the LMSR fibres; again, the
slopes of the lines do not decrease much as the overall
stimulus level increases and the dynamic range
adjustment, as defined above, is clear.

Dynamic range adjustment means that the discharge
rate with a particular feature at BF depends on whether
the feature is located at a peak of the stimulus spectrum
or a minimum. The lowest rates are for troughs aligned
with BF and the highest rates are for spectral peaks
aligned with BF. Presumably, this dynamic range
adjustment is a consequence of suppression or
inhibition of the response to the weaker components
of the stimulus by the stronger components.

There is an important systematic difference between
the chopper and LMSR primary-like neurons versus
the AN fibres in that the slopes of the lines are
significantly higher for the cochlear nucleus neurons,
by up to a factor of two (May er al. 1998). The
increased gain combines with the stability of dynamic
range adjustment in the chopper and LMSR primary-
like neurons to provide an improved spectral represen-
tation. As expected from these data, the jnd for F2
frequency calculated for the chopper neurons is less
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than or equal to that for the AN and is stable across
sound level (May ez al. 1996). The difference extends to
the representation in the presence of background noise.
The slopes of lines like those in figure 96 decrease in the
presence of background noise, but more so for AN
fibres than for chopper neurons; the slope decrease
between a vowel in quiet and a vowel in background
noise at a signal-to-noise ratio of 3 dB is about twice as
large in AN fibres as in chopper neurons.

11. THE TEMPORAL ENVELOPE OF SPEECH IN
THE AN AND INFERIOR COLLICULUS

The speech signal is strongly modulated in time. An
example is shown in figure 10a (Delgutte ez al. 1998).
The spectrogram (top) and an oscillogram (bottom) of
the sentence ‘wood is best for making toys and blocks’
are shown. Associated with the syllables of this
sentence are strong modulations of its envelope, seen
as changes in the amplitude of the oscillogram at
frequencies of a few hertz. Generally, the vowels have
the most energy, shown by the largest amplitudes in the
oscillogram and the corresponding dark parts of the
spectrogram. Silences associated with the stop con-
sonants are seen as near-zero amplitude parts of the
oscillogram and light parts of the spectrogram.

The emphasis of this paper has been on the neural
representation of the frequency content of speech;
however, important information is encoded in the
temporal envelope as well (Van Tasell er al. 1987;
Rosen 1992; Shannon ez al. 1995). Examples have been
mentioned earlier, such as the stimulus rise time
differences between the consonants /ch/ and /sh/ and
the representation of rise time in terms of transient or
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onset bursts of spikes in AN fibres (Delgutte & Kiang
1984a). The best-studied temporal contrast in speech
is the voice-onset time (VOT), which is important in
differentiating voiced from voiceless stop consonants
(e.g. /b/ from /p/).

Figure 10 shows data from Delgutte ez al. (1998) on the
neural representation of the temporal envelope of a
sentence, without reference to a particular speech
sound. The histograms in figure 106—d show respectively
the average responses of populations of AN fibres, neurons
in the cochlear nucleus and neurons in the inferior
colliculus to the sentence in figure 10a. The neurons
were grouped by BF into 0.5 octave bins and the PST
histograms of the neurons falling into each bin were
averaged. The histograms shown are the averages,
identified at left by the centre frequency of the analysis bin.

The AN responses (figure 105) correspond generally
to the envelope of the stimulus, in that rates are high
during segments of the stimulus with significant energy.
Of course, the rates are modified by the frequency
spectrum of the different parts of the stimulus. The
analysis was not designed to show the representation of
the stimulus spectrum, but the effects of spectrum can be
seen, for example, at the beginning of the stimulus, where
the /w/ has mainly low-frequency energy and the rate
responses are higher in low-BF fibres. The responses
to transient parts of the stimulus, especially onsets of
syllables or bursts associated with stop consonants, are
evident as sharp peaks in rate that extend broadly across
frequency. For example, the responses to the /t/s are clear
just before 1 s and at approximately 1.7 s. Even so, there
are substantial AN responses, in the form of maintained
rate elevations, to the vowels and the steady consonants
(Iwl, Isly /m/, etc.). The responses in the cochlear nucleus
(figure 10¢) are qualitatively similar, although they
appear to be more differentiated across frequency bands.

The data in figure 10d show the responses of
neurons in the inferior colliculus. The colliculus is a
structure unique to the auditory system, in that other
sensory systems do not have an equivalent. An excellent
and comprehensive review of the colliculus is available
(Winer & Schreiner 2005). Its neurons collect axons
from a number of sources in the brainstem auditory
nuclei, including the cochlear nucleus and the superior
olivary complex, as well as descending axons from
thalamus and cortex (Oliver & Huerta 1992; Rouiller
1997). Its outputs travel to the auditory part of the
thalamus, the medial geniculate, which projects in turn
to the auditory cortex. Although the functional proper-
ties of its neurons have been studied extensively
(reviewed by Irvine (1992), Ehret (1997) and several
papers in Winer & Schreiner (2005)), an under-
standing of the mechanisms for processing of complex
stimuli in the colliculus has not been achieved.

The responses in the inferior colliculus (figure 10d)
are more transient than those at lower levels. The
strongest responses are to the onsets and bursts in the
speech and steady responses to the vowels have
relatively low discharge rates. These data suggest that
the central representation of speech may emphasize
transients over steady-state responses, which should
have the effect of amplifying the representation of
consonants relative to vowels.
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Delgutte ez al. (1998) used a simplified neural model
to represent the transformations shown in figure 10.
The model consisted of a bandpass filter to model
peripheral tuning curves, followed by a rectifier to
model compression and to extract the envelope from
the responses, followed by a second filter to model the
neuron’s modulation sensitivity. Neural responses to
modulation are generally characterized using sinusoi-
dal amplitude modulation of a BF tone or broadband
noise (reviewed by Joris er al. 2004). The sensitivity of
the neuron for modulation is computed as the
modulation gain, the neural response divided by the
stimulus modulation amplitude; when the gain is
plotted against modulation frequency, the result is the
modulation transfer function (MTF).

MTFs were measured for the neurons used for
figure 10. The MTFs of the three different groups of
neurons were bandpass functions that were similar in
terms of the magnitude of the gain versus modulation
frequency, except that the inferior colliculus neurons
were less sensitive at higher modulation frequencies
(above approx. 100 Hz; Joris er al. 2004). More
important, there was a difference in the phase
characteristics of the MTFs; this difference caused
the inferior colliculus neurons to give transient
responses to a steady stimulus as opposed to tonic
responses in the AN and the cochlear nucleus. In effect,
the inferior colliculus neurons behaved as if their
response consisted of an excitatory component
followed at short latency by an inhibitory component.
In the AN and cochlear nucleus, the inhibitory
component was not seen or was weaker. Although
this model did not predict all the details of the
responses, it was qualitatively consistent with the data
shown in figure 10 in that it produced phasic responses
in colliculus neurons.

The VOT is the delay of the onset of voicing from the
release time of a stop consonant. For the voiced stops (/b/,
/d/ and /g/) voicing begins as soon as the closure of the
vocal tractisreleased. The stops analysed in figure 7 are of
this type where the VOT is essentially zero. For the
unvoiced stops (/p/, /t/ and /K/), there may be a 40-80 ms
delay before voicing begins. This pause is signalled in the
acoustic signal as a lack of low-frequency energy in the
signal prior to the onset of voicing; thus, there is little
energy at F1 prior to the onset of voicing, while F2 and F3
contain energy produced by the noise associated with
release of the stop.

The representation of VOT has been analysed by
Sinex and colleagues (Sinex & McDonald 1988; Sinex
et al. 1991; Sinex 1993; Sinex & Narayan 1994; Chen
et al. 1996). As expected from the description of the
stimulus above, it is mainly low-BF neurons (less than
1 kHz) that behave differently between voiced and
voiceless stops and the difference is that low-BF
neurons show a pause in discharge during the voiceless
period and an onset of spiking when voicing begins.
The duration of the pause in discharge corresponds
well to the VOT (Sinex er al. 1991) and serves as a
neural correlate of the VOT that could be used by the
brain to discriminate voiced and voiceless stops.

The representation of VOT seems to change little
between the AN and the inferior colliculus. At both
levels, there is a pause in spiking whose duration
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corresponds to the VOT. Conversion of the duration of
the pause to some other form of neural code, like a
discharge rate proportional to the pause, apparently
does not occur (Sinex & Chen 2000) even though there
are duration-tuned neurons in the inferior colliculus in
bats (Pinheiro er al. 1991; Ehrlich er al. 1997;
Fuzessery & Hall 1999) and other mammals (Chen
1998; Brand er al. 2000).

12. CORTICAL REPRESENTATION OF TEMPORAL
AND SPECTRAL PARAMETERS

Stimulus representations in the auditory cortex have
many aspects that differentiate them from the periph-
eral representations summarized above (e.g. Kaas er al.
1999; Schreiner et al. 2000; Eggermont 2001; Nelken
2004; Metherate ez al. 2005). The primary auditory
cortex is organized tonotopically, so that there is an
orderly arrangement of neurons by BF, with rows of
neurons tuned to particular frequencies arranged side
by side in order from low to high frequency.
Perpendicular to the tonotopic axis (within a row),
the neurons are all tuned roughly to the same
frequency, but can differ in a number of other response
parameters; these include binaural sensitivity, width of
tuning, strength and arrangement of inhibitory inputs,
and dynamic range properties. Thus, the represen-
tation of stimuli in auditory cortex is guaranteed to be
more diverse and multifaceted than the straightforward
representation in peripheral neurons.

Even for tones, the organization suggested by the
tonotopic map can be misleading. The tonotopic map
is defined by the BFs of neurons at low sound levels,
within a few dB of threshold. At higher sound levels,
inhibitory inputs can reshape the responses so that the
maximum response to a tone of a particular frequency
can lie outside its own tonotopic location and neurons
at the tonotopic location can be inhibited (e.g.
Schreiner 1998, fig. 2).

There are a number of aspects of cortical physiology
that make addressing the question of the cortical
‘representation’ of speech difficult, or at least substan-
tially different from the more peripheral represen-
tations. Three such aspects are discussed below.

First, cortical neurons are often specifically selective
for sounds that are behaviourally important for the
animal. In marmosets, for example, the responses of
cortical neurons to the species’ vocalizations are strongly
different if the sounds are reversed in time (Wang &
Kadia 2001); that this result is not a consequence of
general auditory processing follows from the lack of an
effect of time reversal when the same sounds are
presented to neurons in the cat auditory cortex. Other
well-studied examples of specificity for species-specific
sounds are the songbirds’ auditory cortex equivalent
(field L), where neurons are selective for song relative to
similar artificial sounds (Grace er al. 2003; Cousillas
et al. 2005), and the songbirds’ auditory motor song
nuclei, where neurons are highly selective among songs
according to singer (Margoliash 1986; Doupe &
Konishi 1991). These examples make the point that
cortical structures can be organized to respond speci-
fically to behaviourally meaningful categories of sounds
rather than to the general spectrotemporal properties of
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sounds; that is to respond to sounds as objects, not just
sounds (Nelken ez al. 2003).

Second, although neurons in primary auditory
cortex have BFs and receptive fields that can be defined
with methods like tuning curves or reverse correlation,
the receptive fields are not fixed properties of the
neurons. For example, in ferrets trained to perform a
behavioural task for a food reward, the BF of a neuron
can shift over a significant frequency range until it is
centred on the stimulus frequencies important for the
task (Fritz er al. 2003); the shift may be temporary and
reverse when the behavioural task is removed or it may
be long-lasting. A second example is provided by the
phenomenon of oddball responses, in which the
response of a neuron to a particular stimulus depends
on its probability of occurring: common sounds evoke
weaker responses than rare sounds (Ulanovsky ez al.
2003). Thus, it is misleading to think of the
characteristics of cortical neurons as fixed; in fact,
they may be adjusted to immediate behavioural
contingencies and ongoing sound backgrounds in
order to optimize the processing of sound in some way.

Third, neurons in auditory cortex may respond to
sounds in ways that cannot be accurately modelled by
straightforward concepts of receptive fields. At the most
basic level, this comment refers to the inadequacy of the
spectrotemporal receptive field (STRF) model. Such
models are fitted to the responses of neurons to a suitable
stimulus set, typically broadband noise or some other
broadband stimulus (Aertsen & Johannesma 1981;
Eggermont 1993; Klein et al. 2000; Theunissen ez al.
2001). The method is similar to reverse correlation
discussed in connection with figure 15, except that a
measure of the power spectrum of the stimulus preceding
spikes is averaged. The STRF model is tested by using it
to predict the responses of the neuron to another stimulus
set; typically, such models account for less than half the
variance in the responses of cortical neurons (Yeshurun
et al. 1989; Versnel & Shamma 1998; Sen er al. 2001;
Machens ez al. 2004).

A more subtle indication of the inadequacy of STRF
models is that a neuron presented with a complex
acoustic signal may not respond to the most intense
frequency components near the neuron’s BF. For
example, when presented with a bird chirp that is
accompanied by echoes and background noise, neurons
in cat cortex may respond to the whole stimulus
differently than to the chirp alone, even when the chirp
is at a frequency near BF and has a sound level well above
that of the other components (Bar-Yosefez al. 2002). This
result is consistent with the conclusion drawn above that
the responses of cortical neurons are a step removed from
the immediate spectrotemporal aspects of the stimulus
(Nelken 2004).

An example of the responses of a population of
neurons in the auditory cortex of the cat to the syllables
/be/ and /pe/ is shown in figure 11 (Schreiner 1998;
Wong & Schreiner 2003). The stimuli differ in VOT;
their spectra are shown in figure 11a. The formants,
marked in figure 11a(ii), are reasonably steady in time.
The VOT is approximately 70 ms for the /p/ and much
shorter for the /b/. In the spectrogram, the release burst
of the /p/ is just visible as a broadband signal near time
zero. A similar burst is present for the /b/, where it is
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accompanied by the large low-frequency (less than
1 kHz) energy in the voicing. Figure 116 shows
neurograms of the responses of a population of cortical
neurons to the sounds. Neurons are displayed along the
ordinate according to their BFs; each horizontal line
shows the firing rate of neurons in a particular BF bin
plotted on the same time axis as the spectrograms in
figure 11a. In this anaesthetized preparation, the neurons
respond mainly to the onset of the sound at the release of
the /p/ or /b/ (just after time zero) and to the onset of the
voicing (at 70 ms) in the case of /pe/. For /be/, there is no
change in the voicing to produce a second response.
Looking vertically down the ordinate in figure 115 shows
the tonotopic distribution of responses. Although there
are some changes in latency (time of response) with BF,
there are not obvious rate peaks in these data that
correspond to the formants of the signals.

The responses to stop-consonant syllables shown in
figure 115 are similar to those observed in other studies,
done using anaesthetized cats (Eggermont 1995) and
awake monkeys (Steinschneider er al. 1995, 2003).
With sufficiently long VOT's, two peaks of response are
seen, as for /pe/ in figure 115, one corresponding to
the release of the stop consonant and the second to the
onset of voicing. As the VOT is made shorter, the
second peak disappears. Although there are other
components of the cortical responses to these syllables,
especially in awake monkeys, the existing evidence
again points towards the pause in discharge between
two onset response peaks as the representation of VOT.

Figure 11c¢ shows the distribution of activity across
the region of cortex from which recordings were made
by Wong & Schreiner (2003). The four plots in
figure 11c¢ show maps of the response strength of
neurons as a function of location. The estimates of
response are based on single and multi-unit recordings
from 88 recording sites distributed uniformly across the
map. The colour scale shows the number of spikes
during two time windows. The first window (1-50 ms;
figure 11¢(i)(iii) contains the burst of response to the
consonant release and the second window (51-100 ms,
figure 11c(ii)(iv) contains the onset of voicing. The
tonotopic map is marked on the cortical surface by the
black lines, which show the approximate locations of
neurons tuned to the first three formants of the stimuli.

Consistent with figure 115, there is no response to
/be/ in the second time interval (figure 11¢(ii)). Looking
at the other three maps, one sees patchy distributions of
responses which do not necessarily peak at BFs
corresponding to the formant frequencies. Although
the responses to the two stimuli are clearly different,
there is no simple correspondence between the
stimulus spectrum and the tonotopic map. It is
particularly convincing to look along an isofrequency
contour corresponding to one of the formants.
Substantial differences in response are observed in all
cases, except for F1 in the lower right map. The
differences in responses within an isofrequency sheet
are as large as the differences across the tonotopic map.

These experiments have not been repeated elsewhere,
although similar results have been shown for responses to
species-specific communication sounds in marmoset
cortex (Wang et al. 1995; Wang 2000). In the marmoset,
neurons give strong burst responses to successive
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syllables of the stimulus, analogous to the two-peak
responses to the VOT stimuli. There is a tonotopic
representation of call spectrum in the marmoset, which
varies according to the degree of selectivity of the neurons
for the calls. However, maps of responses like figure 11¢
were not obtained.

The experiments summarized in figure 11 illustrate
the problems of studying speech representation in
cortex. In thinking about the data in figure 11, it is
worthwhile to consider the following hypothesis about
the organization of cortical responses beyond the
tonotopic gradient. Chi ez al. (2005) have proposed a
multiparameter representation of speech modelled on
the properties of cortical STRFs, which measure both
frequency tuning and temporal responses of neurons. In
the frequency domain, the width of frequency tuning and
the arrangement of inhibitory versus excitatory regions
change the selectivity of the neuron for broad versus
narrow resonances in the stimulus spectrum. This aspect
is called ‘scale’. Each neuron is a bandpass filter for
stimulus scale, and is most sensitive to a particular scale;
the tuning for scale can be derived from the magnitude of
the Fourier transform of the STRF along the frequency
axis. Low-scale neurons would respond best to speech
sounds with broad, widely spaced formants and high-
scale neurons would prefer narrow, closely spaced
formants. A second parameter is ‘rate’ which measures
the selectivity of the neuron for FM sweeps. In the model,
neurons are sensitive to a range of sweep rates, both
upward and downward. Rate is important in representing
formant transitions, for example. A speech sound can be
completely represented in terms of the scale and the rate
as a function of frequency, meaning that the stimulus can
be reconstructed accurately from the description in terms
of scale and rate.

Now consider what the representation of a speech
sound would be in a cortex that is organized in this way.
Along an isofrequency sheet, there would be neurons
sensitive to different rate and scale. A sound with a
formant at a particular frequency might or might not
activate a neuron with a BF at the frequency of the
formant, depending on the relative scales and rates of
the stimulus and the neuron. Such a representation
could be patchy as in figure 11c. This is not meant to
suggest that the cortex is actually organized in this way;
rather, this hypothesis serves as an example of a
representation that could not be easily analysed, from
data like figure 11¢, without some foreknowledge of the
principles upon which it is based.

13. HOW IS SPEECH REPRESENTED BY
NEURONS?

The nature of the neural representation of speech is
clearest in the case of AN fibres, where the spectro-
temporal features of the stimulus are isomorphically
represented by neural activity. The frequency content
of sounds is represented by the distribution of activity
across BFs in the population of AN fibres, as displayed
in a rate profile. The temporal envelope of connected
speech and specific temporal features of the speech
signal like the VOT are represented directly by
temporal modulation of the neural response.
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Figure 11. Population responses of neurons in anaesthetized
cat cortex to two CV syllables. (a) Spectrograms of the
syllables (i) /pe/ and (ii) /be/ used as stimuli. The formants are
roughly constant (0.6, 1.7 and 2.5 kHz) and are marked at
(i1). The VOTs are 70 ms for /pe/ and near-zero for /be/. (b)
Neurograms showing discharge rate as a function of time (on
the abscissa) for neurons of different BFs (on the ordinate).
The darkness of a pixel corresponds to firing rate on a
normalized scale from 0 (white) to half the rate at the sound
level where the BF tone rate versus level function begins to
saturate (black). There are few neurons for BFs above
3.6 kHz, so the last few BF bins are combined. (¢) Plots of
discharge rate (colour scale) versus the location of the
recording electrode across the surface of auditory cortex.
Data are interpolated from responses at 88 recording
locations within the map. Maps are shown for (i) and (ii)
/be/, and (iii) and (iv) /pe/ over two time intervals: (i) and (iii)
(1-50 ms), (ii) and (iv) (51-100 ms). The tonotopic map
across this piece of cortex is indicated by showing the
approximate isofrequency lines for the first three formants,
labelled in white in (ii). The firing rate is given as the number
of spikes in the analysis interval during 20 repetitions of the
stimulus. Data in (b) and (¢) are from different brains, but the
results are qualitatively the same; in both cases, the stimulus
level was 55 dB SPL. Adapted with permission from
Schreiner (1998) and Wong & Schreiner (2003).

Less is known about the nature of the representation
of speech in central neurons. Owing to the large number
of different groups of auditory neurons in the brain,
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only fragmentary results on a few of the potentially
important transformations are available. For studies in
a non-human animal, questions about the represen-
tation of speech have to be translated into general
questions about the neural representation of complex
auditory stimuli; that is, there may be specializations for
processing speech in the human brain that are not
present in animal models and those specializations
could be present at levels below the cortex. In the bat,
for example, there are specializations for biosonar
processing in the inferior colliculus and higher centres
(O’Neill ez al. 1989; Mittmann & Wenstrup 1995).

The changes in the neural representation of speech
described for central auditory neurons in this paper are
mainly improvements in the robustness of the rep-
resentation, as for rate profiles in the cochlear nucleus,
and emphasis of some aspects of the response over
others, as in the apparent amplification of responses to
stimulus transients in the inferior colliculus. These
are aspects of generic processing of auditory spectro-
temporal representations which might be appropriate
for almost any natural sound. Further investigation of
the computational mechanisms by which these changes
are achieved will be useful both for the general problem
of how the brain represents natural auditory scenes and
for the specific problem of how lower parts of the
auditory system process speech.

The issue raised at the end of the discussion of the
auditory cortex is a particularly important challenge.
The assumption in most work on the representation of
complex stimuli in the auditory system is that the
representation is tonotopic and that there is some
additional analysis like the scale and rate dimensions
discussed above. However, there is no widely accepted
theory of what those dimensions should be, much less
how they should be represented in neurons. This
remains the central problem of research on the
neurophysiology of speech and natural stimuli.

Preparation of this paper was supported by NIH grant
DCO00109. Thanks to Ian Bruce, Michael Heinz, Sharba
Bandyopadhyay, Brian Moore and two anonymous reviewers
for their comments on a previous version.

APPENDIX A. THE NATURE OF THE DATA
Studies of the neural representation of speech are based
on microelectrode recordings of the activity of single
neurons or small groups of neurons in anaesthetized
animals. A microelectrode is placed into the neural
structure of interest and the activity of the neurons near
the electrode tip is recorded as speech-like stimuli are
presented in the ear. The experiments are done
successively on as many neurons as possible, presenting
the same stimulus to each. Thus, the experimenter builds
up an estimate of the responses to the speech sound in a
population of neurons (Pfeiffer & Kim 1975; Sachs &
Young 1979). Usually, the electrode is placed so as to
isolate the activity of one neuron at a time. Most of the
results described here were obtained in this way. In some
cases, however, the activity of small groups of unsepa-
rated neurons is recorded, so-called multiunit recording,
represented here by the data in figure 11.

Many aspects of the activity of neurons can be
recorded experimentally. It is beyond the scope of this
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paper to describe the physiology of neurons, which can be
found in texts devoted to that subject (e.g. Kandel ez al.
2000; Shepherd 2004). An introduction to the special-
ized neurophysiology of the auditory system can be found
in Pickles (1988). Studies of the neural representation of
speech are based on recordings of spike trains, meaning
the trains of action potentials produced by the neuron
under study. Conventionally, it is assumed that the
information in spike trains is encoded entirely in the times
of occurrence of action potentials. Thus, it is sufficient, in
studying neural representations, just to record and
analyse spike times (Rieke ez al. 1997). Neural responses
are the changes in the number or the temporal
arrangement of spikes produced by the stimulus.

Before analysing the responses of a neuron, it is
necessary to characterize the neuron in terms of known
properties that may be expected to influence its
responses to the stimulus. In the simplest case of AN
fibres, the neurons differ in terms of the frequencies to
which they are sensitive, their frequency tuning (figure 1;
Kiang et al. 1965; Liberman 1978), and in terms of the
range of sound intensities to which they respond, their
thresholds and dynamic ranges (Sachs & Abbas 1974;
Yates er al. 1990). The importance of these character-
izations is evident from the results shown in figures 3—6.

In the central nervous system, the analysis problem is
more complicated because there may be several different
groups of neurons operating in parallel. Each group is
made up of cells with different anatomical organizations,
different electrophysiological properties and different
connections to the rest of the auditory system. In
principle, each group of neurons forms an independent
representation, with information about various aspects
of the stimulus represented differentially in different
groups. Characterization of neurons in this case must be
more extensive, extending beyond frequency tuning and
dynamic range to include an estimate of the type of
neuron from which a recording is being made and
perhaps other properties. The matter of neural typing is
best understood for the cochlear nucleus and is
reviewed elsewhere (Rhode & Greenberg 1992;
Romand & Avan 1997; Young & Oertel 2003).

An additional complication, for neurons in the central
nervous system, is the effect of anaesthesia. The studies
described above were almost all done in anaesthetized
animals, but the effects of anaesthesia on response
properties of central neurons are significant (e.g.
Kuwada etz al. 1989; Zurita et al. 1994; Ramachandran
et al. 1999; Gaese & Ostwald 2001; Anderson & Young
2004). The major effects of anaesthetics are a lowering of
spontaneous discharge rate, an increase in threshold and
a loss of inhibitory responses. The loss of inhibition
probably has particularly important effect on responses
to complex stimuli, where inhibitory interactions can
predominate. Thus, the presence of anaesthesia is a
source of uncertainty in interpreting studies of the neural
representation of speech in central auditory nuclei
(but see May er al. (1998) for a counterexample in the
cochlear nucleus).
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